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Abstract

The procedures involved in model development may be set out as a ten step process, beginning with defining the purpose of the model and
ending with evaluation of the appropriateness and utility of the completed model. This process, recently outlined by Jakeman et al. [Jakeman,
A.J., Letcher, R.A., Norton, J.P., 2006. Ten iterative steps in development and evaluation of environmental models. Environmental Modelling
and Software 21, 602e614], is often iterative as model development is a continuous process that refines and improves the intended capacity of
the model. Here, the ten steps of model development are critiqued and applied using a process-based biogeochemical model of aquatic systems,
with examples from two case studies: a model of phytoplankton succession and nutrient concentrations in the Swan-Canning Estuary (Western
Australia) and a model of sediment and nutrient transport and transformation in the Fitzroy Estuary and Keppel Bay (Queensland).
Crown Copyright � 2007 Published by Elsevier Ltd. All rights reserved.
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1. Motivation

Jakeman et al. (2006) recently outlined ten steps underpin-
ning best practice model development to support natural re-
source management. This paper shows how these ten steps
are relevant to process-based (mechanistic) water quality and
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biogeochemical modelling, using examples from two biogeo-
chemical modelling studies of estuaries. Biogeochemical mod-
elling, as used here, refers to modelling the biological and
chemical processes affecting nutrients (usually nitrogen and
phosphorus) and primary production.

Two case studies are considered: biogeochemical model-
ling of the Swan-Canning Estuary and of Fitzroy Estuary
and Keppel Bay. It is not the intention here to fully describe
the models and algorithms used or the conclusions drawn
from the modelling results. For these details, the reader is re-
ferred to published reports (Hamilton and Herzfeld, 1999;
Robson et al., 2006a,b; Herzfeld et al., 2006) and papers
(Chan et al., 2002, 2003; Robson and Hamilton, 2004; Bruce
et al., 2006), with further papers currently in preparation.
Rather, the purpose here is to explore how well the Jakeman
et al.’s ‘‘ten steps’’ approach relates to this type of modelling,
and how well mechanistic models stand up to an evaluation us-
ing the ten steps.
Ltd. All rights reserved.
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2. Ten steps

Each of the following sections (Sections 2.1e2.10) corre-
sponds to one of the ten steps defined by Jakeman et al. (2006).

2.1. Define model purpose

Goals in modelling are shaped by the value attributed to the
system, its anticipated problems or changes, and what can be
done with the available resources, data, and technology.
The present article draws on case studies of biogeochemical
models applied to two Australian estuaries; namely, the Swan-
Canning Estuary (Western Australia) and the Fitzroy Estuary
(Queensland) including Keppel Bay and its major tidal creeks.

The Fitzroy contaminants project was a multidisciplinary,
multiorganisation project conducted as one of the focal studies
of the Cooperative Research Centre for Coastal Zone, Estuary
& Waterway Management. The aims of the study were to under-
stand sediment, nutrient and primary production processes in the
macrotidal, tropical Fitzroy Estuary and Keppel Bay (near Rock-
hampton, Queensland, Australia) and to understand how the sys-
tem responds to changes in sediment and nutrient loads,
particularly how it intercepts sediments and nutrients generated
by the catchment and delivers them to the Great Barrier Reef La-
goon. The study included collection of physical, geochemical and
biological data in the field, laboratory studies, and the develop-
ment of mechanistic hydrodynamic, sediment and biogeochemi-
cal models. Here, the discussion will be confined to the
development and application of the biogeochemical model.

The purpose of the model, in combination with field and
laboratory studies, is to:

i. understand how nutrients are transported through and trans-
formed within the Fitzroy Estuary and Keppel Bay; and

ii. predict how this will change in response to changes in
flows and nutrient loads resulting from changes in catch-
ment land use.

In general terms, the aim of the model is to provide informa-
tion to facilitate management of the estuary and its catchment
in the context of ameliorating the impact of catchment-derived
materials on the Great Barrier Reef Lagoon.

The Swan-Canning Estuary modelling study, focussing on
a moderately polluted urban estuary in Perth, Western Australia,
had different, though somewhat related aims. This study relied
largely on interpretation and incorporation of data from an
ongoing monitoring programme, rather than gathering new
data. A model was required to:

i. predict phytoplankton concentrations and blooms of cyano-
bacteria (blue-green algae) and other phytoplankton; and

ii. predict nitrogen and phosphorus concentrations in the es-
tuary and the likely effects of changes in catchment man-
agement and land use.

Again, this project had a broader underlying goal of provid-
ing information and a tool to help inform decisions regarding
catchment and estuary management and to evaluate the likely
effectiveness of plans to improve the health of the estuary
through improvements in catchment management.

2.2. Specify modelling context: scope and resources

2.2.1. What resources are available?
Both the Fitzroy Contaminants programme and the Swan-

Canning modelling project were relatively large projects, with
funding that supported the modelling for approximately 3 years.
They included modelling teams of hydrodynamic (and in the
case of the Fitzroy, sediment dynamics) modellers as well as
biogeochemical modellers. Sufficient personnel time was avail-
able to develop and calibrate complex models which were
custom-adapted from models previously applied to other
systems. The Fitzroy model was based on the model of Murray
and Parslow (1999b) for Port Phillip Bay and incorporated the
three-dimensional hydrodynamic model SHOC (CSIRO
Marine and Atmospheric Research), while the Swan project
used the ecological model CAEDYM (Hamilton and Herzfeld,
1999) and was the first application of CAEDYM in conjunction
with a three-dimensional hydrodynamic model, ELCOM.

The Swan-Canning project drew on an extensive data set
from an ongoing weekly monitoring programme by the Water
and Rivers Commission (Hamilton and Turner, 2001), while
the Fitzroy Contaminants project relied on data from a field pro-
gramme designed in conjunction with the modelling project.
Each of these situations had certain advantages: the more exten-
sive data set available for the Swan-Canning estuary allowed
more detailed ‘validation’, whereas the flexibility of field and
laboratory studies conducted in cooperation with the modelling
project allowed knowledge gaps that affected model setup, e.g.
properties of local sediments, to be specifically targeted.

2.2.2. What outputs are required?
To achieve the goals outlined in Section 2.1, it is necessary

first to specify precise objectives in terms of what outputs are
required. The development process then focuses on providing
a path to provide these outputs.

For the Fitzroy/Keppel Bay biogeochemical model, re-
quired outputs included: (a) predicted concentrations of nitro-
gen in the water column; and (b) an estimate of how much
nitrogen is exported to the Great Barrier Reef Lagoon. Also
important, but secondary to these factors, were concentrations
and exports of phosphorus, an estimate of primary production,
and an understanding of the relative of importance of pro-
cesses such as settling and resuspension, nitrification and de-
nitrification, nitrogen fixation, remineralisation, benthic and
pelagic primary production.

For the Swan-Canning modelling project, the most impor-
tant outputs were: (a) predictions of relative concentrations
of different groups of phytoplankton; and (b) absolute concen-
trations of chlorophyll a. Also important, but secondary, were
predictions of concentrations of various species of nitrogen
and phosphorus, concentrations of dissolved oxygen, and an
understanding of the relative importance of sediment nutrient
exchanges, inputs from groundwater and urban drains and
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inputs from major tributaries in determining phytoplankton
community composition and chlorophyll a concentrations.

In both projects, the ability to predict higher-level ecologi-
cal effects such as effects on fish and shellfish populations
might have been desirable, but was not considered practicable
within the scope of the projects, given knowledge and re-
sources available.

2.2.3. What is the timescale relevant to model output?
In both the Fitzroy and Swan-Canning projects, the empha-

sis was on prediction of seasonal patterns and trends, ideally
with a sufficient resolution to simulate the effects of events
such as storms that may have immediate influences on a daily
to weekly scale. At the same time, it was desirable to have the
ability to conduct scenarios to predict responses on a scale of
1e3 years.

2.2.4. What is the relevant spatial scale?
In the Fitzroy project, the area selected for modelling in-

cluded the Fitzroy Estuary below the barrage at Rockhampton
as well as much of Keppel Bay (Fig. 3.).

In the Swan-Canning project, the domain included the estu-
ary from its upstream tidal limit to the mouth at Fremantle.
The extent of the selected domain was influenced by consider-
ations of where the greatest management problems were ob-
served, by the spatial extent of regular monitoring data, and
by the traditional definition of the estuary region.

2.2.5. Who will use the model?
This question is important because it affects the implemen-

tation of a model (e.g. whether an elaborate user interface is
necessary) as well as how complex it can be. Mechanistic bio-
geochemical models are usually complex and, when designed
to produce quantitative results, are often accessible only to ex-
pert modellers. For both the Fitzroy and Swan-Canning mod-
elling projects, the models were designed to be used by
experienced modellers only. The models were designed to
run scenarios relevant to management questions and stake-
holder concerns. Model output was then analysed to provide
scientific and plain English interpretations for stakeholders, in-
cluding regional environmental managers.

2.3. Conceptualise the system

Conceptualisation of an estuary usually begins with flows
of water. Freshwater flows into the estuary from rivers, drains
and groundwater, and is mixed with salty water from the
ocean. Exchanges of water also involve exchanges of nutrients
and sediments. At the interface, freshwater tends to flow over
salt water because it is less dense. Other important physical
factors include surface elevation changes due to tides; mixing
and transport of water within the estuary, settling and resus-
pension of particulates, and changes in density due to changes
in salinity and temperature. Salinity and temperature are influ-
enced by boundary conditions, mixing, evaporation, precipita-
tion and thermodynamics.
Within the physical domain of the estuary numerous chem-
ical and biological processes occur. Fig. 1 illustrates just a few
of the flora, fauna and chemical components of a typical estu-
ary. The relationships between these components can be
thought of in a number of ways, but the conceptualisation rep-
resented by Fig. 1 is a ‘‘stocks and flows’’ model, with nitro-
gen as the currency. Each component or stock (such as
seagrass) is considered in terms of how much nitrogen it con-
tains, and each process (represented as an arrow) is repre-
sented as a flow of nitrogen from one stock to another.
Processes include growth of green algae (which transfers ni-
trogen from ammonium and nitrate stocks to the green algae
stock), grazing of green algae by shrimp (transferring nitrogen
from the green algae stock to the shrimp stock) and mortality
of shrimp (transferring nitrogen to a stock of detritus). Similar
diagrams can be drawn to represent stocks and flows of phos-
phorus, carbon, or even energy in a system.

It is rarely desirable to include explicitly in a biogeochemi-
cal model all of the components shown in Fig. 1. Which com-
ponents and which processes should be included depend on
what information is available and what outputs are required.

For the applications described in this study, physical and
chemical data to help define biogeochemical models were ob-
tained from a variety of sources including regular monitoring
by various government agencies, input from other models
where measured data are not available, and field and labora-
tory studies designed to fill knowledge gaps (Robson and
Hamilton, 2003; Radke et al., 2005).

2.4. Select model features (form of model)

2.4.1. Modelling approach
Several general approaches to modelling aquatic systems

are possible and each has advantages and disadvantages. Sta-
tistical approaches such as neural network models sometimes
prove very accurate in predicting variations in, for example,
phytoplankton biomass, and do not rely on any preconceived
notion of how the system functions. If the system changes be-
yond the range for which a neural network model is trained,
however, the predictions are unlikely to be valid. Furthermore,
statistical models are not usually designed to provide insight
into the internal dynamics of a system. Maier and Dandy
(2000) provide a review of artificial neural networks for pre-
diction and forecasting of water resource variables.

Bayesian network models (e.g. Borsuk et al., 2006) are becom-
ing increasingly popular. These models have the advantage that
they can draw together knowledge in different forms, which
may or may not be quantitative, and which may vary in certainty
and accuracy. They can also be designed to provide relatively eas-
ily a quantitative estimate of uncertainty as part of their predic-
tions, and can be flexibly altered to take into account input from
stakeholders. Bayesian network models, however, do not directly
incorporate a biophysical understanding of basic physical pro-
cesses within the system, although higher-level relationships re-
sulting from these underlying processes are represented. For
example, it is known that dissolved inorganic nutrient con-
centrations in an aquatic system affect the likelihood of algal
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Fig. 1. Conceptual diagram illustrating some of the nitrogen stores and pathways in an estuary (not all links shown). Arrows represent flows of material from one

nutrient store or ecosystem component to another. Some arrows are shown with dashed lines simply for visual clarity. ‘‘DON’’ refers to dissolved organic nitrogen.

Phytoplanktons (diatoms, dinoflagellates, green and blue-green algae) are grouped together, as are zooplankton groups (shrimp, insect larvae, jellyfish and other

zooplankton). Sediment stores are shown in the darker section at the bottom of the diagram.
blooms. Where a Bayesian model may include a relationship
between observed inorganic nutrient concentrations and probabi-
lity of an algal bloom, a mechanistic model will instead include
a representation of the process of uptake of nitrogen from thewater
column by phytoplankton cells, allowing the higher-level relation-
ship to emerge from process relationships represented in the
model.

Process-based (or ‘‘mechanistic’’) biogeochemical models
have a few key characteristics that make them particularly
suitable for the two applications described here:

i. They explicitly represent understanding and functionality
of the system, that is, not only its responses, but also its in-
ternal dynamics, and allow this understanding to be tested.

ii. They allow for a detailed, quantitative simulation of the
current behaviour of the system.

iii. They provide a means to predict responses to changes,
even (with caution) when those changes take the system
beyond its measured historical variability.

Process-based models also have disadvantages: they tend to
have high data input requirements and a high level of com-
plexity, and they may have high computational costs, all of
which can make it difficult to quantitatively estimate the un-
certainty of the predictions. Nonetheless, for the purposes of
the Swan-Canning and Fitzroy/Keppel Bay modelling pro-
jects, process-based biogeochemical models were considered
the best option given the available resources and expertise.

Process-based models may be implemented with either
a traditional approach or an agent-based modelling approach.
Agent-based modelling is often particularly appropriate when
the components are readily conceptualised as individual
agents; for example, individual fish and animals in an ecosys-
tem model (e.g. Gribble, 2004), or individual investors in an
economic model (e.g. Panzarasa et al., 2001). For the cases
considered here, most system components (e.g. dissolved ni-
trogen) are more readily conceptualised in terms of mass
and concentrations, so a more traditional (nonagent-based) ap-
proach was taken.

2.4.2. Conceptual model
In both of the case studies here, an estuary was conceptual-

ised in terms of stocks and flows of nitrogen and phosphorus,
and this conceptualisation is reflected in the structure chosen
for the models. The system illustrated in Fig. 1 was in each
case simplified to include only those processes that were con-
sidered to be most relevant to the desired outputs, on the basis
of previous scientific literature describing the estuaries in
question and similar estuaries, as well as past experience in
biogeochemical modelling of estuaries.

Major nitrogen pathways included in the Fitzroy model are
shown in Fig. 2. The chemical and biological processes of in-
terest here include growth, respiration and mortality of phyto-
plankton, benthic microalgae and zooplankton, grazing,
settling, and transformations of nitrogen and phosphorus
from one form to another (remineralisation of organic mate-
rial, nitrification and denitrification, nitrogen fixation, nutrient
uptake by primary producers, adsorption and desorption of
phosphorus from sediment surfaces, flocculation and aggrega-
tion of fine particles).
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Fig. 2. Major nitrogen pathways and stores in the Fitzroy/Keppel Bay model (cf. Fig. 1.). Groups of biota represented in the model include small phytoplankton,

large phytoplankton, small zooplankton, large zooplankton and benthic microalgae (MPB). Other nitrogen stores included in the model are ammonium, nitrate,

dissolved organic nitrogen (DON), labile detritus and refractory detritus. Each living and nonliving nitrogen store is represented in the water column and in two

sediment layers, and each process in the biogeochemical model represents a transfer between two or more nitrogen stores.
In the case of the Swan-Canning project, a similar stock
and flow model was developed. Zooplankton was not explic-
itly simulated, but grazing by zooplankton was represented
in a more abstract sense as a component of losses of phyto-
plankton biomass. Benthic microalgae was not considered im-
portant in the upper estuarine reaches, and hence was not
included in the model (Robson and Hamilton, 2004). Although
there is reasonable microphytobenthic activity in the lower es-
tuary (Masini and McComb, 2001), the Swan-Canning estuary
is microtidal and therefore does not have extensive intertidal
mudflats like those of the Fitzroy Estuary, where benthic mi-
croalgae might be expected to dominate.

A further simplification for the Swan-Canning model was
to represent sediments as a ‘‘black box’’, with exchanges be-
tween sediments and the water column controlled by shear
stress, dissolved oxygen concentrations and nutrient concen-
trations in water overlying the bottom sediments, but without
sediment stores explicitly represented (Robson and Hamilton,
2004). This simplification may have been appropriate for
a model of the Swan-Canning estuary, but would clearly not
Fig. 3. Two-dimensional view (looking down from above) of the three-dimensional model grid used for the Fitzroy/Keppel Bay model (from Herzfeld et al., 2006).

Green cells represent land and grey cells represent the ocean boundary, where Keppel Bay meets the Great Barrier Reef Lagoon. Axis labels show latitude and

longitude in degrees and minutes.
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have been appropriate for a model of the Fitzroy Estuary, in
which the sediments are much more dynamic due to strong
tidal currents and where there is such a large quantity of the
total nitrogen store in the sediments.

Phytoplankton, by contrast, was represented in much more
detail in the Swan-Canning model than in the Fitzroy model be-
cause one of the major goals (see Section 2.1) was to predict
phytoplankton succession and blooms. The Swan-Canning
model therefore included four distinct taxonomic groups of phy-
toplankton (compared with the two size classes simulated in the
Fitzroy Estuary and shown in Fig. 2.).

For the Swan-Canning model, the biogeochemical model,
CAEDYM (Hamilton and Herzfeld, 1999), was applied, and
modified as necessary. CAEDYM is particularly suited for
this application because it allows representation of multiple
phytoplankton groups, differentiated by growth rates, zoo-
plankton food preferences, ability to fix nitrogen (i.e. cyano-
bacteria), and responses to variations in temperature, salinity,
and inorganic nitrogen and phosphorus concentrations. Many
other biogeochemical models omit one or more of these
features e particularly the salinity responses which have
been shown to be important in the Swan-Canning Estuary
(Chan and Hamilton, 2001).

For the Fitzroy/Keppel Bay model, the CSIRO Environ-
mental Modelling Suite (EMS) was applied, again with
some minor customisation. This model was appropriate to
this application because it included a detailed representation
of sediment dynamics and interactions between sediments, ni-
trogen and phosphorus in a varying-salinity environment. For
the highly turbid Fitzroy Estuary, these features were deemed
essential but they are often not included in biogeochemical
models.

2.4.3. Spatial and temporal scales
Features of the Swan-Canning Estuary include strong

along-estuary salinity and nutrient gradients, persistent verti-
cal stratification, and spatially patchy phytoplankton dynam-
ics. The Fitzroy Estuary is vertically well-mixed with
respect to temperature for most of the year, but retains strong
vertical variations in sediment concentrations. During flood
events, a plume of freshwater extends over the surface from
the mouth of Fitzroy Estuary and into Keppel Bay.

Although two-dimensional models are appropriate for some
systems (e.g. Ebrahimi et al., 2007), the mixing and transport
dynamics in these two estuaries could be reproduced ade-
quately only with a three-dimensional hydrodynamic model.
For the Swan-Canning model, the three-dimensional hydrody-
namic model, ELCOM (Hodges et al., 2000), was used, while
for the Fitzroy/Keppel Bay model, the three-dimensional hy-
drodynamic model, SHOC (Herzfeld et al., 2005), was se-
lected as the basic tool to simulate transport and mixing for
the biogeochemical variables. In both cases the selection of
a suitable hydrodynamic model among others, similar three-
dimensional hydrodynamic models, was largely pragmatic:
these models included all relevant (baroclinic and barotropic)
processes, were available to the authors and were designed for
application to estuaries and for coupling with appropriate bio-
geochemical models.

There are often tradeoffs between the timescale and spatial
scale used to resolve an estuary for biogeochemical modelling.
Three-dimensional hydrodynamic modelling usually implies
a large number of grid cells and high computational demands.
Coupling with a biogeochemical model increases these com-
putational requirements. The spatial resolution chosen for
each model was the finest resolution possible within the com-
putational and time constraints. For the Swan-Canning
model, a ‘‘straightened’’ (Hodges and Imberger, 2001) three-
dimensional grid of cells of 1000 m length, 100 m width and
0.6 m depth was used after a model with 100 m� 100 m cells
was found to be unacceptably slow. This (1000 m� 100 m�
0.6 m) resolution was not sufficiently fine to reproduce phyto-
plankton patch dynamics in the estuary over scales of tens of
metres, but was sufficient to allow overall spatial patterns to
be simulated.

For the Fitzroy/Keppel Bay model, a curvilinear grid
(Fig. 3.) was applied, with grid resolution varying from 200 m
in Fitzroy Estuary to 2 km at the seaward boundary of Keppel
Bay, and vertical layers varying from 0.5 m at the surface to
2 m at the bottom near the maximum depth of 18 m (Herzfeld
et al., 2006). This grid was chosen because it allowed adequate
representation of both the 200 m wide Fitzroy Estuary and the
broader Keppel Bay, and allowed wetting and drying of inter-
tidal mudflat areas in the estuary mouth and along the shore.
A grid that used coarser cells in outer Keppel Bay may have
been sufficient for our biogeochemical modelling objectives,
however, a separate component of the project was to examine
in detail the hydrodynamics of the system (Herzfeld et al.,
2006), and this would have been compromised by a coarser grid.

For numerical stability, hydrodynamic models on these
scales require integration with time-steps on the order of 20 s.

The real-time to run-time ratios for the coupled Swan-Canning
model at this resolution on a desktop computer circa 2002 was
about 35:1 (i.e. a single 1-year simulation took almost two weeks
of computer time to complete), while the real-time to run-time
ratio for the coupled Fitzroy model on 12 processors of a high-
performance scientific computer in 2005 was about 70:1 (allow-
ing a 1-year simulation to be completed in a little under one
week). Because calibration in each case required many partial
and complete model runs, achieving a fine temporal resolution
necessarily limited the spatial resolution that was achievable.

2.5. Determine how model structure and parameter
values are to be found

In both case studies, the biogeochemical model was embed-
ded within a hydrodynamic model (and in the case of the
Fitzroy/Keppel Bay study, within a sediment dynamic model).
The models were structured as ‘‘stock and flow’’ models, with
nitrogen and phosphorus as the models’ currency; i.e., most
biogeochemical processes were represented as transformations
between one form of nitrogen or phosphorus and another.
Changes in concentrations of each pool were calculated through



375B.J. Robson et al. / Environmental Modelling & Software 23 (2008) 369e384
numerical solutions to systems of simple partial differential
equations.

The aim wherever possible was to have functional algo-
rithms for each process, as well as parameter values, based
on biophysical understanding of how the estuaries function,
though the level of abstraction varied depending on the com-
plexity and importance of each process. In the case of the Fitz-
roy/Keppel Bay model, for instance, a physiologically realistic
mechanistic model was employed for nutrient uptake and light
interception by phytoplankton cells (Baird et al., 2003). In the
case of the Swan-Canning model, phytoplankton was differen-
tiated not by cell size but by taxonomic grouping, and the use
of more abstract MichaeliseMenten kinetics in rate equations
for nutrient uptake and growth allowed the use of extensive lit-
erature from laboratory studies and previous modelling to de-
fine parameter ranges for each phytoplankton group.

Algorithms and parameter values for process-based models
can be determined from:

BLaboratory and field studies relating directly to the
system being modelled: in the case of the Swan-Canning
project, parameters defining the response of the cyanobac-
terium, Microcystis aeruginosa to different salinities were
determined through observations of growth rates of M. aer-
uginosa isolated during a bloom in the Swan-Canning estu-
ary and grown in water at several different salinities in the
laboratory (Robson and Hamilton, 2003). In the Fitzroy
Contaminants project, sediment particle size ranges were
set partly from field observations of settling rates (Margve-
lashvili et al., 2005).
BScientific literature describing previous laboratory, field
and modelling work: both the Swan-Canning project and
the Fitzroy Contaminants project drew heavily on such lit-
erature to define ranges for many parameter values. Sources
of parameter values for the Swan-Canning project are listed
by Robson and Hamilton (2003), while ranges for most pa-
rameters in the Fitzroy model were taken from Murray and
Parslow (1997).
BCalculations based on underlying physical properties: for
example, rates of nitrogen and phosphorus uptake by phyto-
plankton are a function of the gradient between extracellular
and intracellular nutrient concentrations and the size of phy-
toplankton cells. This relationship is used in the Fitzroy
model to determine nutrient limited phytoplankton growth
rates, using an algorithm developed by Baird et al. (2003).

Because of the inherent variability of physiological processes,
many parameters will be defined only within quite broad ranges.
For example, observed half-saturation constants for uptake
of nitrate by diatoms range from 0.4 to 5.1 mg L�1 (Raymont,
1980). Parameter values were therefore calibrated within these
ranges to produce values appropriate to the study sites.

2.6. Choose performance criteria

Performance criteria for environmental models must reflect
the overall aims and specific objectives of the modelling
activity. For the Fitzroy Contaminants project, the objective
was to develop a model that would allow improved under-
standing of the system dynamics and give predictions of the
effects of changes in loads and flows on primary production,
water column concentrations of sediments and nutrients, and
exports to the Great Barrier Reef Lagoon over a timescale of
a year or more. It follows that the model could be assessed
as performing well if it could reproduce observed variations
in salinity, sediment concentrations, nutrients (especially total
nitrogen and dissolved inorganic nitrogen) and chlorophyll
a along the length of the estuary over a 12-month period
that included a wet season and a dry season, using process-
based algorithms, a consistent set of parameter values and re-
alistic inputs.

In the case of the Swan-Canning project, a major aim was
to predict the effects of changes in loads and flows on phyto-
plankton succession and blooms, as well as nutrient concentra-
tions. Minimum performance criteria therefore included the
ability to predict which phytoplankton group was dominant
at any given time, the approximate timing and magnitude of
phytoplankton blooms, and approximate concentrations of
total and dissolved inorganic nitrogen, and dissolved oxygen.
The ability to predict the occurrence, timing and taxonomic
grouping of blooms is more important for management of
this estuary than the ability to predict concentrations of chlo-
rophyll a during nonbloom periods. Prediction of chlorophyll
a is probably more important than prediction of nitrogen, but
in a nitrogen-limited system, a biogeochemical model that
cannot reproduce observed concentrations of dissolved inor-
ganic nitrogen would lack credibility. As for the Fitzroy/
Keppel Bay project, it was important for the model to use
process-based algorithms, a consistent set of parameter values
and realistic inputs.

More generally, criteria set for both models were that the
predicted responses were plausible in light of our biophysical
understanding of the systems; that the models correctly repro-
duced the observed ranges of nutrient and phytoplankton con-
centrations; that the simulated median concentrations were
close to the observed medians and that there was successful re-
production of typical spatial and temporal patterns in the data
(such as the distribution of suspended sediments in Keppel
Bay and the seasonal pattern of phytoplankton succession in
the Swan Estuary); and that the models were able to reproduce
the approximate timing of major events (such as the occurrence
of dinoflagellate blooms in the upper Swan Estuary and the
periods of elevated nutrient concentrations after a flood in
Fitzroy Estuary).

These performance criteria were known in qualitative terms
but were not specified in quantitative terms in advance.

2.7. Identify model structure and parameters

Processes included in the biogeochemical model for the
Fitzroy Contaminants project included remineralisation of or-
ganic material, growth and mortality of benthic microalgae,
growth and mortality of three phytoplankton groups (small phy-
toplankton, large phytoplankton and Trichodesmium), growth
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and mortality of two zooplankton size classes, nitrogen fixa-
tion by benthic microalgae and Trichodesmium, nitrification,
denitrification, phosphorus adsorption and desorption, ex-
changes between sediment layers and between sediments
and the water column, growth and mortality of seagrasses and
macroalgae, as well as hydrodynamics and sediment dynamics.
The algorithms used to define each of these processes are
described by Robson et al. (2006b) and Murray and Parslow
(1997).

Processes included in the biogeochemical model for the
Swan-Canning modelling project were growth and mortality of
four phytoplankton groups (affected by nutrient uptake, salinity
and temperature), a loss term for grazing by zooplankton, nitrifi-
cation, denitrification, decay of biochemical oxygen demand
(equivalent to remineralisation of detrital material in the Fitzroy
model), surface water oxygen exchanges with the atmosphere,
sediment oxygen demand and sediment nitrogen and phosphorus
releases, as well as hydrodynamics and settling and resuspension
of particles. The algorithms are described in detail by Robson
and Hamilton (2004) and Hamilton and Herzfeld (1999).

Nutrient and sediment concentrations in the water column
and bed sediments in the model of the Fitzroy Estuary and
Keppel Bay were initialised with observations from the first
intensive field campaign in the Fitzroy Contaminants project,
in September 2003. This survey occurred during the dry sea-
son, when concentrations were relatively constant. The model
was then run from September 2003 through to the end of Feb-
ruary 2005. This extended period allowed a run-up time of al-
most 1 year between the start of the simulation and the time of
the next major field campaign (August 2004), and allowed
comparison of model results with observations during the
two major seasons (from a second dry season field campaign
in August 2004, and a wet season campaign in February 2005).

Water column nutrient and phytoplankton concentrations
for the Swan-Canning model were initialised with observa-
tions from nine sites in December 2004. The model was
then run over a 5-year simulated period, over which weekly
monitoring data allowed an almost continuous comparison
of observations against model predictions.

The models used in both of the case studies discussed here
are relatively complex and require a large number (>100) of
parameter values to be set. Most process-based biogeochem-
ical and ecological models may initially be perceived to be
mathematically over-parameterised, but in practice, tight
limits on physically reasonable parameter ranges and the
use of laboratory and field observations to further constrain
these ranges greatly reduce this problem. Parameter estima-
tion techniques that do not merely find ‘‘the best’’ set of
parameter values that fit the model to the data, but instead
seek to determine all sets of parameter values that adequately
fit the data (e.g. Malve et al., 2007) provide a means to test the
specificity of the model and estimate the uncertainty inherent
in scenario results.

Formal calibration and parameter estimation procedures
such as Monte Carlo optimisation and variants such as the
HornbergereSpear approach (Hornberger and Spear, 1983),
which identifies a range of parameters yielding acceptable
results, and genetic algorithms (e.g. Mulligan, 1998; Ng
and Perera, 2003) can be successfully applied to process-
based biogeochemical models in some circumstances, but it
is not yet feasible to apply these techniques to coupled
three-dimensional hydrodynamic and biogeochemical
models at reasonable resolutions because of the computa-
tional costs of running large numbers of simulations with
highly temporally and spatially resolved models. As men-
tioned previously, each 1-year model run took 1e2 weeks
of computer time to complete. Calibration runs over shorter
periods were used in both cases, but year-long calibration
runs were also required to ensure that the model could
adequately reproduce observations at seasonal timescales.
Computational constraints seriously limited the number of
calibration runs possible in both cases, and hence limited
the techniques that could be applied.

In practice, complex biogeochemical simulation models are
most commonly calibrated by trial and error: an expert model-
ler with an understanding of both the biophysics of the system
and the structure of the model compares model results with
field data either by eye or with the aid of some measure of
goodness of fit, and adjusts parameter values by trial and error
within literature ranges. This was the approach taken in both
of the case studies presented here. Approximately 65 model
runs were required to achieve a satisfactory calibration of
the Fitzroy/Keppel Bay model, although most of these were
for short (1e3 month) simulations. The number of calibration
runs required for the Swan-Canning model was not recorded,
but probably ran to several hundred, due to the greater density
of field data to be matched. In both cases, there was more than
one variable to be optimised, and calibration efforts aimed to
produce an acceptable fit between model results and observa-
tions of total phosphorus, total nitrogen, dissolved inorganic
phosphorus and nitrogen, dissolved oxygen and phytoplankton
concentrations. Fig. 4 shows a comparison for the Swan-Can-
ning estuary of concentrations of each of four phytoplankton
groups from field observations during 1995, against concentra-
tions simulated with the calibrated model.

More rigorous approaches to sensitivity analysis and pa-
rameter estimation for complex process-based simulation
models have been proposed (Brun et al., 2001), but still
require a relatively large number of simulations, bearing in
mind that both estuarine models included over 100 parame-
ters. Combining a complex or high-resolution model with
a simpler or lower-resolution model of the same system
can be another useful way to reduce the computational
demands of calibration, as initial calibration and refinement
of algorithms can sometimes be performed using the simpler
model (Murray, 2001). This procedure was attempted with
the Fitzroy/Keppel Bay model, using a much lower resolu-
tion for initial calibration than that used for the final model.
This was not particularly successful in this case, however, as
the low-resolution model (which used only 23 vertically
well-mixed boxes to represent the entire area) was not able
to capture the tidal dynamics that were so important to
sediment (and hence also nitrogen and phosphorus) dynam-
ics in this system.
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2.8. Verification and diagnostic testing

In the case of the Swan-Canning modelling project, the ma-
jority of calibration was conducted using observations for
1995, with additional fine-tuning using 1996 observations.
Verification of the model was the undertaken with observa-
tional data from 1997. Validation of the Swan-Canning model
against weekly surface and near-bed observations of salinity,
temperature, dissolved oxygen, total nitrogen, total phospho-
rus, nitrate, phosphate, and ammonium concentrations at
nine sites in the estuary is described in detail by Chan
(2006) and will not be discussed further here. Instead, the fo-
cus here will be on phytoplankton succession both spatially
and temporally. Temporal comparisons of estimated field con-
centrations with simulated concentrations of four groups of
phytoplankton in 1995 and 1997 are reproduced from Chan

Fig. 4. Chlorophyll a concentrations in the upper Swan-Canning estuary in

1995, averaged over the six upstream sampling sites. Total chlorophyll a is

given by the total height of the shaded areas; colours indicate contributions

due to different phytoplankton groups; (a) in the field and (b) as simulated

by the Swan-Canning model.
(2006) in Figs. 4 and 5. The model simulations captured the
observed phytoplankton succession well for the calibration
year (1995), correctly reproducing which of the four phyto-
plankton groups dominated 67% of the time and predicting
whether a marine or freshwater species would dominate
89% of the time, but less well for the verification year
(1997). In 1997, the model simulations correctly predicted
the dominant phytoplankton group only 27% of the time
with consistent overprediction of marine diatom populations
throughout the year (Fig. 5), but predicted whether a marine
or freshwater species would dominate 76% of the time. Omit-
ting marine diatoms from the analysis (not shown), the model
correctly predicted which of the three remaining groups was
present in greatest abundance 80% of the time.

Manipulation of parameter values defining marine diatom
growth and mortality rates did not improve the simulation.

Fig. 5. Chlorophyll a concentrations in the upper estuary in 1997, averaged

over the six upstream sites in the Swan River. Total chlorophyll a is given

by the total height of the shaded areas; colours indicate contributions due to

different phytoplankton groups; (a) in the field and (b) as simulated by the

Swan-Canning model.



378 B.J. Robson et al. / Environmental Modelling & Software 23 (2008) 369e384
Simulation of marine diatoms might be improved with a better
representation of zooplankton grazing, or perhaps with a better
specification of marine diatom concentrations at the seaward
boundary.

The fraction of variation (r2) explained by model simula-
tions for chlorophyll a in the upper estuary is low in both years
(0.24 for 1995 and 0.22 for 1997), but this is not surprising
given the large uncertainties inherent in the input and observa-
tional data, particularly the need to convert between phyto-
plankton cell counts to equivalent chlorophyll a content for
each of the modelled phytoplankton groups. Among other
sources of error discussed by Chan (2006) was the limited
temporal resolution of data to specify seaward boundary con-
ditions. The model provided a basis, however, to distinguish
between ‘‘bloom’’ and ‘‘no bloom’’ conditions, where ‘‘bloom’’
conditions are defined as chlorophyll a concentration
>10 mg L�1 at the time of observation. In the validation year
1997, the model simulations correctly predicted bloom condi-
tions with a probability of detection of 0.87 and a false alarm ra-
tio of 0.18. For 1995, the equivalent figures were 0.64 and 0.19,
respectively. In the case of the Fitzroy Contaminants project,
model calibration was primarily conducted against observa-
tional data from the August 2004 (dry season) field campaign,
leaving the February 2005 (wet season) field campaign for inde-
pendent verification. Unfortunately, the calibration period did
not include a significant inflow event and thus parameters relat-
ing to freshwater nutrient loads were not adequately calibrated
in the first instance. Comparison of model results with field
observations for February 2005 indicated a need to increase
the value of the parameter defining the breakdown rate of detri-
tal material in incoming freshwater, to reflect that this material
was more readily bioavailable (i.e. labile) than ‘‘old’’ (i.e.
refractory) detrital material within the estuary. Hence, there
was no completely independent verification data set for the
Fitzroy/Keppel Bay model. As is often the case, resource
constraints did not allow additional field campaigns.

Spatial comparisons of wet- and dry season observational
data and simulated concentrations of total nitrogen, total
phosphorus, dissolved organic nitrogen, dissolved inorganic ni-
trogen, dissolved organic phosphorus, dissolved inorganic
phosphorus, chlorophyll a and dissolved oxygen are given by
Robson et al. (2006b). Spatial comparisons of dry season total
nitrogen, dissolved inorganic nitrogen and chlorophyll a are re-
produced in Figs. 6, 7 and 8, respectively.

A quantitative estimate of overall model performance can be
obtained by comparing model predictions with field observa-
tions interpolated to the same grid for both the wet season and
dry season campaigns. Arhonditsis and Brett (2004) reviewed
the performance of 153 published mechanistic aquatic biogeo-
chemical modelling studies. For the purposes of the current
discussion, ‘‘reasonable performance’’ will be defined as a coef-
ficient of determination (r2) better than the 40th percentile of
these studies. By this measure, the Fitzroy/Keppel Bay model
achieved reasonable spatial agreement for dissolved inorganic
nutrients: r2¼ 0.49 for DIN (Arhonditsis and Brett report 40th
percentiles averaging 0.42 for the DIN components ammonium
and nitrate) and r2¼ 0.37 for DIP (Arhonditsis and Brett report
a 40th percentile of 0.30 for phosphate). The coefficient of de-
termination for DON in the Fitzroy/Keppel Bay model was
0.58. Arhonditsis and Brett do not provide statistics for compar-
ison for dissolved organic nutrients.

Reproduction of spatial variability of dissolved oxygen
(DO) was poor by the coefficient of determination measure
(r2¼ 0.41, compared with a 40th percentile value of 0.62 re-
ported by Arhonditsis and Brett), however, DO was not a pri-
mary focus of the simulations. Of more concern was the level
of agreement between model simulations and observations for
particulate materials, with an r2 of 0.37 for TN (with a 35%
relative error) and an (poor) r2 of 0.19 for TP (with an 83%
relative error). Arhonditsis and Brett do not provide statistics
for comparisons for TN or TP.

In general, Robson et al. (2006b) concluded that simulation
of dry season concentrations of nitrogen and phosphorus (as
DON, DOP, DIN, DIP, PN and PP) was satisfactory. During
the wet season, the model underestimated particulate nitrogen
and dissolved organic nitrogen and phosphorus. Analysis of
Fig. 6. Field data (left) and model simulation output (right) of total nitrogen concentrations in August 2004 (dry season) in the Fitzroy Estuary and Keppel Bay.

Crosses indicate tidally corrected locations of field observations e contouring of concentrations beyond the spatial limits of the crosses is based on extrapolation of

field data, and is unreliable. Axis labels show latitude and longitude in degrees.



379B.J. Robson et al. / Environmental Modelling & Software 23 (2008) 369e384
Fig. 7. Dissolved inorganic nitrogen concentrations from field data (left) and from model output (right), for August 2004 (dry season) in Fitzroy Estuary and Keppel

Bay. Crosses indicate tidally corrected locations of field observations e contouring of concentrations beyond the spatial limits of the crosses is based on extrapo-

lation of field data, and is unreliable. Axis labels show latitude and longitude in degrees. Concentrations of up to 40 mg L�1 occur in the loop section of the estuary

in both the model and field observations.
sediment modelling results (Margvelashvili et al., 2005)
showed that suspended solids’ concentrations were underesti-
mated during high flow events. Possible reasons discussed by
Margvelashvili et al. (2005) and Robson et al. (2006b) include
insufficient data to prescribe the inflow boundary condition
(i.e., concentrations and characteristics of sediments and nutri-
ents in freshwater inflows during flood events) and gaps in un-
derstanding of sediment processes.

The r2 results are generally slightly below the medians
reported by Arhonditsis and Brett (2004) for aquatic biogeo-
chemical models. This is not surprising given the strong tidal
variability of the study site, the number of state variables sim-
ulated, and the length of the simulation. Arhonditsis and Brett
(2004) report a negative correlation between simulation period
and model performance in published studies, with the best pre-
dictability obtained for models with simulation periods of up to
several days. Few if any of the modelling studies included in
the review were applied to turbid macrotidal systems such as
the Fitzroy Estuary. Total suspended solids concentrations at
some sites in Keppel Bay were observed to vary by two orders
of magnitude within the space of a few hours, due to tidal ad-
vection and resuspension (Margvelashvili et al., 2005), and the
hydrodynamic model indicates that parcels of water in parts of
Keppel Bay move by up to 20 km between low and high tide
(i.e. the tidal excursion in some parts of Keppel Bay is around
20 km) during spring tide events. Nutrient concentrations in
this system are strongly tied to transport and degradation of
suspended particulate materials (Robson et al., 2006b), so ac-
curate representation of spatial and temporal variations in nu-
trient concentrations depends on accurate simulation of
hydrodynamics and suspended sediments.

2.9. Quantification of uncertainty

Quantification of uncertainty was perhaps the weakest
component of the ten steps for both the Swan-Canning and
Fig. 8. Chlorophyll a concentrations from field data (left) and model output (right), for August 2004 (dry season) in Fitzroy estuary and Keppel Bay, omitting

a suspect point at (151.0280�W, 23.3471�S). Axis labels show latitude and longitude in degrees. Crosses indicate tidally corrected locations of field observations e

contouring of concentrations beyond the spatial limits of the crosses is based on extrapolation of field data, and is unreliable. The localised high chlorophyll a
concentrations in the lower right of the field data diagram (left) are attributable to extrapolation from a single data point.
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Fitzroy/Keppel Bay modelling projects. Uncertainty in the
predictions of both models is relatively high, but remains un-
quantified. Nitrogen and sediment budgets calculated using the
Fitzroy/Keppel Bay model are probably accurate to within a
factor of two (Robson et al., 2006b), while the timing of the
onset of phytoplankton blooms predicted by the Swan/Canning
model is generally accurate to within 1 month, but is heavily
dependent on upstream boundary conditions. This level of
accuracy is likely sufficient to assist with assessing effects of
long-term catchment planning, but not sufficient to aid in
management of bloom conditions as they occur.

Sources of uncertainty and error in process-based biogeo-
chemical models include:

BUncertainties and errors in input data, including sam-
pling and measurement errors: the need to correct for tidal
skewing of sample locations, limited spatial and temporal
resolution of input data for specifying boundary conditions
and for verification, missing data, and uncertain conver-
sions (e.g., conversions between cell counts and chlorophyll
a concentrations attributable to each phytoplankton group
for the Swan-Canning model; conversion between chloro-
phyll and nitrogen content and between sediment concen-
trations and turbidity for the Fitzroy/Keppel Bay model).
BLimited spatial resolution of the models: this affects the
accuracy of hydrodynamic modelling and limits the ability
of the model to reproduce small-scale patchiness in chloro-
phyll a and nutrient concentrations.
BUncertainty in the choice of which processes to include
and which to omit: processes included in the models were
chosen on the basis of biophysical understanding each estu-
ary at the start of model development when there was lim-
ited information (e.g. the effect of iron concentrations on
processes such as nitrogen fixation and adsorption of phos-
phorus onto sediment surfaces could not be modelled in the
absence of data describing iron concentrations).
BUncertainties in algorithms chosen to represent pro-
cesses: Murray and Parslow (1999a) explore the impact
of the choice of algorithm for zooplankton mortality on
simulation of phytoplankton and nutrient concentrations
in Port Phillip Bay.
BUncertainty in parameter values: parameter ranges taken
from the scientific literature are not always relevant to the
conditions at a particular site, and calibration ‘‘by eye’’
does not lead to reproducibility of parameter values and
is not mathematically optimal.

Uncertainty in process-based models often increases with
complexity, as the various uncertainties in different parts of
the model may combine in nonlinear ways. The accuracy
with which the model reproduces observational data provides
a guide as to how much confidence should be placed in the re-
sults when the model is used to make predictions, although er-
rors are likely to increase when the range of conditions to
which the model is applied is extended.

As with formal parameter estimation techniques, formal
sensitivity analyses to determine sensitivity to different
parameter values or different algorithms are often problematic
with complex, spatially resolved, process-based models. The
computational cost of sensitivity analyses tends to increase ex-
ponentially, rather than linearly, with the number of parame-
ters. Both the models described here employ >100
parameters and the heavy computational demands of the
models make a complete assessment of parameter sensitivity
on the timescale of these simulations impossible. A sensitivity
assessment over a much shorter timescale would not have been
particularly relevant when most variability in the state vari-
ables occurred at seasonal or interannual timescales. Formal
sensitivity analyses on more limited subsets of parameters
are possible, but were not undertaken for the Swan-Canning
or Fitzroy/Keppel Bay biogeochemical models. The models
were not structured to allow subdivision into submodels for
partial sensitivity assessment, though this is an area of re-
search that is likely to yield a more complete understanding
and predictive capability for biogeochemical models.

Despite the lack of formal sensitivity assessment, calibra-
tion of the models involved informal assessment of model sen-
sitivity to various parameters and boundary conditions,
adjusting individual parameters to provide improvements to
the visual comparison of model simulations against field data.

The Swan-Canning model was found to be sensitive to sev-
eral phytoplankton physiological parameters (optimum and
maximum salinity, nitrogen half-saturation constants and max-
imum growth rates) and to parameters affecting sediment nu-
trient releases (maximum nutrient release rates and parameters
influencing dependence of release rates on dissolved oxygen),
suggesting that the simplistic representation of sediments in
this model may not be justified and the model’s response to al-
ternative sediment nutrient algorithms (such as are now avail-
able in newer versions of CAEDYM) should be explored. An
earlier exploration using a mechanistic approach to describe
sediment oxygen demand in the Swan River (Herzfeld et al.,
2001), however, revealed the complexities of dealing with
rapid biogeochemical transitions associated with redox fronts
at the sedimentewater boundary.

The Swan-Canning model was found to be very sensitive to
upstream boundary conditions (Chan et al., 2002). Despite
weekly resolution of measurements at the upstream boundary
there was considerable variability at the upstream boundary
and also uncertainty in converting from observed phytoplank-
ton cell counts to the amount of chlorophyll a contained in
each phytoplankton group. In future modelling efforts for
the Swan-Canning estuary, moving the present upstream
boundary further upstream into Avon River (where phyto-
plankton concentrations are lower) may reduce the importance
of this source of error.

The Fitzroy/Keppel Bay model was found to be sensitive to
remineralisation rates of dissolved and particulate organic ma-
terial, light extinction coefficients of dissolved and particulate
substances in the water column, and concentrations of dis-
solved organic nutrients at the open boundary. This sensitivity
highlighted the importance of particulate organic material in
the nutrient cycle in this system, as well as the interplay
between light-limited primary production in the turbid estuary
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mouth and nutrient limited production in the clear waters of
outer Keppel Bay. Work is currently underway to improve spec-
ification of the open boundary condition through assimilation
of remote sensing data to provide greater temporal and spatial
resolution of total suspended solids, chlorophyll a and coloured
dissolved organic matter.

The sensitivity of the Fitzroy/Keppel Bay model to inclu-
sion or omission of some model components was also consid-
ered, and will be discussed briefly in the following section.

2.10. Model evaluation

The success of a model must ultimately be assessed in
terms of how well it fulfils the purpose specified in Section
2.1, i.e. the original objectives and purpose of the modelling.
There appears to be some overlap between this step in the
10 steps framework of Jakeman et al. (2006) and Section 2.8
(verification and testing, which is also part of evaluation).
However, a complete model evaluation goes beyond simply
testing its efficacy in reproducing or predicting field conditions
and should address the question of how useful the model is and
how well it fulfils the purpose for which it was developed.
Questions to consider include the following.

2.10.1. How well does the model reproduce
an independent data set?

This question was addressed in Section 2.8. The Swan-Can-
ning model was tested with data from 1997 and it was shown that
the simulations captured the timing of phytoplankton blooms
and provided useful information on phytoplankton species
succession, but did not reproduce observed chlorophyll a con-
centrations as well as desired. The Fitzroy/Keppel Bay model
performed reasonably well (by the standard defined in Section
2.8) in reproducing observed dissolved inorganic nutrient con-
centrations, but less well in reproducing particulate nutrient con-
centrations. Due to limited availability of additional data, this
model has not been tested against an independent data set.

2.10.2. How well does the model perform
under unusual conditions?

One advantage of a process-based model is that it may be
able to predict responses to changes in a system that are out-
side of those captured in the initial hindcasting simulations. A
good test of the performance of a model is to apply it to a pe-
riod outside the calibration period, when the system is stressed
or forced by unusual conditions. This opportunity arose for the
Swan-Canning model with the occurrence of an extraordinary
summer flow event in February 2000, which resulted in an
unprecedented bloom of the freshwater cyanobacterium, M.
aeruginosa (Robson and Hamilton, 2004). The model in its
original form did not include a cyanobacterial phytoplankton
group and was therefore not able to reproduce the bloom
event, however, it performed well with no other modifications
when an additional phytoplankton group was added to allow
simulation of M. aeruginosa (see Robson and Hamilton,
2004).
2.10.3. Is the complex model better than a simpler one?
This question is a particularly important one for mecha-

nistic biogeochemical and ecological models, which are of-
ten both complex and demanding in terms of input data
and resources. When a model is not performing as well as
anticipated, it is tempting to include additional processes
or ecosystem components, or to include more detail and
complexity in the way existing processes are simulated.
This modification is generally at a cost of greater complexity
and increased data requirements, and there is also a risk of
over-parameterisation (i.e. inclusion of so many calibrated
parameters that the model can be fitted to observed data de-
spite inaccurate parameter values (Friedrichs et al., 2006)).
Furthermore, increasing the complexity of a model does
not always improve its performance (Arhonditsis and Brett,
2004). Fulton et al. (2003) show that the effectiveness of
well-designed ecological models may increase with com-
plexity to an intermediate level, but thereafter declines as
complexity continues to increase. Perrin et al. (2001) con-
sider this issue in mathematical terms, again concluding
that an intermediate level of complexity is likely to have
more predictive power. Arhonditisis (2004) reviewed 153
published aquatic biogeochemical modelling studies and
found no improvement in model predictions with increased
complexity. Murray (2001) considers the relationship be-
tween simple and more complex biogeochemical models
from another point of view, and showed how a simple model
of Port Phillip Bay could be used to facilitate calibration and
design of a more complex model. Although the simpler
model was not a realistic model in itself, it could be used
as an ‘‘analysis tool to [predict] the effects of changes to
model formulation, parameter values and external forcing
on the full model’’.

Given the sensitivity of the Swan-Canning model to up-
stream boundary conditions, it is likely that a simpler model,
such as the box model used by Robson and Hamilton (2003),
may equally well achieve many of the modelling objectives.
Nonetheless, our experience with the more complex, fully cou-
pled model was invaluable as it highlighted the most important
processes, parameter values and interactions amongst state
variables.

In the case of the Fitzroy Estuary/Keppel Bay model,
a simple depth-averaged box model was tested as a possible
substitute for the slower three-dimensional model, but the
simpler model did not give satisfactory results. Inclusion or
omission of macroalgae and seagrasses, or of nitrogen
fixation by benthic microalgae, on the other hand, was found
to make little difference to the simulation results. Such
informal explorations of variations in model complexity
are common, but are not often discussed in the final re-
porting of the model results; nor have they been discussed
in detail here. More formal evaluation of the effects of differ-
ent levels of model complexity in process-based bio-
geochemical and ecological modelling might well prove
worthwhile but reporting of these outcomes is often limited
by the need for brevity in scientific papers and in reporting
methods.
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2.10.4. Can the model be used to improve
understanding of underlying system function?

Most models allow improvements in understanding of sys-
tem function by highlighting relationships amongst variables.
In addition, mechanistic models are a means of formalising
and testing current understanding of the way a system func-
tions. These models can be used to quantify the roles of differ-
ent processes and system components, enabling questions to
be addressed such as ‘‘how important is the sediment bed in
controlling water column nutrient concentrations in Keppel
Bay and exports to the Great Barrier Reef Lagoon?’’ In this
case, the answer was ‘‘very important’’, according to the sim-
ulation output of the Fitzroy/Keppel Bay model (Robson et al.,
2006b). An important question for the Swan-Canning Estuary
was ‘‘were the unusual physical conditions of high tempera-
ture combined with low salinity associated with the February
2000 flow event more important than the associated nutrient
influxes in triggering the M. aeruginosa bloom?’’ For this
question, the answer was ‘‘resoundingly so’’, according to
simulation output from the Swan-Canning model when ap-
plied to this time period (Robson and Hamilton, 2003).

2.10.5. Finally, and most importantly, does the model
help to answer questions about the system function and
can it be used to make predictions about the future?

Following the development of the two models discussed in
this paper, each was applied to a series of scenarios designed
to explore how the respective estuaries might behave under
different conditions. Robson et al. (2006a) describe how the
Fitzroy/Keppel Bay model was used to simulate the response
of the system to expected changes in sediment and nutrient
loads (Dougall et al., 2006) if catchment land use changes
from its present predominant form (around 60% vegetation
cover) to (a) 30% and (b) 70% vegetation cover for pastoral
grazing. Model simulations were also used to estimate total
export of nitrogen and sediments across the outer boundary
of Keppel Bay into the Great Barrier Reef Lagoon; scenarios
which would not have been possible with, for example, a sim-
ple heuristic or statistical model relating nitrogen and sedi-
ment concentrations to flow and meteorological conditions.

Chan et al. (2002) describe the use of the Swan-Canning
model to simulate possible responses to management changes
aimed at reducing nitrogen loads to the Swan River. The
model was also used to explore how the system might have
changed since European settlement of the Swan Coastal Plain.
In both case studies, the results are of direct relevance to on-
going management of the systems.

The relatively high uncertainty of model predictions may
limit the confidence with which results can be used in making
management decisions. High uncertainty comes at an eco-
nomic cost, complicates decision-making processes and may
suggest a need for a precautionary approach in management
(Gollier and Treich, 2003), particularly when a valuable envi-
ronmental resource is at stake.

The Swan-Canning model has not been fully successful in pro-
viding the information needed by managers, and the Western Aus-
tralian Department of Water is currently planning development of
a new hydrodynamic model of the Swan-Canning Estuary and will
consider avenues for further biogeochemical modelling when this
is complete (Malcolm Robb, personal communication).

The Fitzroy Basin Association (FBA), which manages the
catchment of the Fitzroy Estuary, has welcomed the Fitzroy/
Keppel Bay model and considers its output to be the best avail-
able information regarding the likely impact of changes in sed-
iment and nutrient loads on in-stream conditions in the estuary
and a useful indication of export of material to the Great Bar-
rier Reef Lagoon. The FBA is currently planning to invest in
this use of the model, together with the SedNet/ANNEX
catchment model (Dougall et al., 2006), and an ecological
risk assessment model that is currently in development, to
evaluate a series of additional land management scenarios.

3. Conclusions

The ‘‘ten steps’’ of Jakeman et al. (2006) that underpin best
practice in development of models for natural resource manage-
ment are readily applicable to process-based aquatic biogeo-
chemical modelling. A development process that considers
each of these steps in turn has the potential to improve model-
ling standards by enforcing an explicit consideration of the sci-
entific and policy context of the model, setting achievable goals
and alternative approaches, as well as providing an honest ap-
praisal of model performance in meeting goals that have been
determined in advance.

This retrospective analysis of two case studies in terms of
the ‘‘ten steps’’ approach to model development has helped
to identify weaknesses in the modelling procedures applied.
At the same time, this exercise invites a closer evaluation of
the ten steps approach itself. System conceptualisation may
be out of place at Section 2.3: on one hand, definition of mod-
elling goals (Section 2.1) to some extent requires that an
implicit conceptualisation of the system already exists. Con-
versely, the type of conceptual model employed and the level
of detail incorporated into the system conceptualisation de-
pends on the model approach, which is not selected until Sec-
tion 2.4. While the mechanistic biogeochemical models
discussed here required that the system be conceptualised in
terms of stocks and flows of nutrients and the chemical pro-
cesses controlling these flows, another modelling approach
might conceptualise the system in terms of statistical relation-
ships that might or might not be causal, or from the point of
view of factors affecting individual agents within the system.
In practice, system conceptualisation probably needs to be
revisited at each step of the modelling procedure.

Section 2.7 lumps together two components that come to-
gether naturally in some modelling approaches, but not all.
In the cases considered here, the model structure was largely
fixed at Sections 2.4 and 2.5, with only limited and informal
exploration of variations in this structure occurring subse-
quently. Process-based biogeochemical models of aquatic sys-
tems might benefit from more formal consideration of optimal
structure, and perhaps breaking Section 2.7 into two parts
would serve to encourage this.
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Finally, Section 2.10 can be seen to have a number of
components. The first and most straightforward component
of model evaluation is verification and diagnostic testing,
which is covered separately as Section 2.8. Additional ques-
tions to consider during this step, relevant particularly when
a process-based model has been chosen, have been suggested
in the subheadings of Section 2.10; namely:

BCan the model be used to improve understanding of un-
derlying system function?
BDoes the model help to answer specific questions about
system function?
BCan it be used to make predictions about the future?
BIs it better than a simpler model of the system?; and
BHow well does it perform under unusual conditions?

The two case studies discussed here are of complex, pro-
cess-based biogeochemical models, but have been applied
with different aims and therefore emphasise different aspects
of the biogeochemical cycles simulated. Weaknesses of
many of the current generation of complex mechanistic
aquatic models, including those presented here, are that pa-
rameter estimation often does not follow a robust statistical
process and uncertainties can be difficult to estimate. These
uncertainties suggest a cautious approach in applications of
these models outside of the domain for which they were cali-
brated and validated.

Because of the inherent complexity of biological systems,
the quantitative performance of biogeochemical models of
aquatic systems is not as good as that of models of the physics
of these systems. The predictive capacity of mechanistic bio-
geochemical models for management purposes is therefore
not up to the standard set by hydrodynamic models. Where pre-
diction of nutrient concentrations or chlorophyll a within the
range of historical variability is the primary goal, process-based
biogeochemical models may not be the most appropriate
modelling tool. Particular strengths of process-based models,
however, are that they embody an understanding of system func-
tion (e.g. allowing a calculation of nitrogen fluxes from Keppel
Bay to the ocean) and that they allow tentative predictions of re-
sponses to changes that may be beyond the range of variation in
historical input data. Such predictions must always be used with
caution: bioinvasions that radically alter or ‘shift’ ecosystems
would confound biogeochemical predictions.

The current generation of process-based biogeochemical
models could benefit from work aimed at improving estima-
tions of uncertainty, identifying the most appropriate level of
model complexity, and improving the flexibility of models to
allow them to be broken into submodels or models of varying
resolution to facilitate calibration and modern parameter esti-
mation techniques. Wherever possible, model development
should not be separated from data collection, but rather, cou-
pled with targeted field-based process studies.

Both the estuarine model application case studies discussed
here were successful in improving understanding of system func-
tion. Both models also allow alternative management scenarios to
be simulated speculatively, providing quantitative output.
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